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Abstract: 

This experiment proposes the measurement of vibration at several points of a machine part using a machine vision system 

and compares the results with those measured using the conventional vibration measurement technique. Vibration 

measurements of two closer points on the part of the machine by the vibration sensors may have errors depending on the 

sensitivity of the vibration sensors. The acceleration sensors, which are fixed at a closer distance, may sense the vibration 

wrongly because of the continuity of structures. Vibration calculated by machine vision is a non-contact measurement 

process, so the sensitivity of the sensor does not become a factor here. Like other machine vision systems, the function 

includes image capturing, image pre-processing, image processing, and data recovery from the images. The main 

difference between this study and the others is that the camera calibration has been conveniently modified. The camera 

calibration is made easy by a paper sticker with well-known dimensions. The real-world dimensions of the paper sticker 

and the dimension of the image are brought to real-world dimensions. The coloured dot placed on this paper sticker has 

been treated as a target. The structure of the machine undergoes microscopic displacement due to vibrations. By 

calculating these displacements, the vibrations are calculated using the appropriate mathematical formulas. 

Keywords: Machine vision; Condition monitoring; Industry 4.0; Multipoint vibration measurement.  

INTRODUCTION 
 

Machine vibration analysis is critical for monitoring and maintaining machine health. 

Vibration analysis can determine a machine’s present status. It can predict machine maintenance via 

condition monitoring. This is a method of anticipating and correcting errors. Machine failure that 

occurs unexpectedly or without warning is a waste of both money and time. The vibration analysis 

method is a straightforward way to anticipate a machine’s health. When the machine’s internal 

components fail, the state of the machine can be established by analysing these fluctuations in the 

machine’s vibration. Someone can do manual repair detection by frequency variation or by using an 

automated technique. Modern computer programming and sensor technology make automated 

condition monitoring much easier. Investing in such technologies will allow you to increase your 

profits while avoiding the costs of spare parts, maintenance, and time loss. Continuous vibration 

monitoring contributes to improving machine performance. It is possible to record continuous 

vibration measurements and transfer them to different systems, such as computers, cell phones, and so 

on, to monitor the current operations of the machine using advanced vibration analysis methods. [1-5] 

 

The sensitivity of a piezoelectric accelerometer sensor changes when its exposed components 

to ambient temperature. Accelerators typically carry heat up to 250 degrees Celsius. When the 

accelerometer is subjected to elevated temperatures, its parts undergo permanent deformation. It is 

therefore advisable to use special accelerometers that can withstand high temperatures above 250 

degrees Celsius. Special accelerometer sensors can operate from minus 196 degrees Celsius to 480 

degrees Celsius. Triboelectric noise, and ground loop noise on the cable to which the accelerometer 

attached, may affect the sensor’s sensitivity. It subjected the base of the accelerometer sensor to 

deformation because of the accelerometer sensor mounting on the surface of the machine using 

several methods and the vibration measurement captured from it may change. Nuclear radiation above 
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20 kGy affects the sensitivity of the accelerometer. Moisture and oil buildup on the top of the machine 

can affect the performance of the accelerometer. [6] 

 

The mission vision system plays an important role in displacement measurements. Vision-based 

displacement measurement methods are superior to conventional displacement measurement methods 

in factors such as instrumentation cost, installation cost, and measurement capacity make the vision-

based displacement measurement methods superior to conventional displacement measurement 

methods.[7]. Vision-based displacement monitoring systems Setting up one or more cameras in a 

stable area, gazing at the ‘target’ housed in a structure, and deriving structural displacement through 

target tracking is required when using a vision-based system for structural displacement monitoring. 

The "target" in this case could be something like a pre-installed marker, an LED bulb, or a flat panel 

with a specific pattern, or it could be a part of the structure, like bolts or holes. 

 

The camera, lens, laptop or portable computer with the video-processing package, and other 

peripherals, such as a tripod, make up the gear. The image processing software is very important. It 

collects video frames that cover the target area, keeps track of where the target is in each image frame, 

and finally turns the location of the target in an image into a record of structural movement over time. 

 

Systems for getting metric information from pictures or videos include digital image correlation 

(DIC) [8, 9, 10], photogrammetric approaches [11], and motion capture systems (MCS) [12, 13]. In 

experimental solid mechanics, DIC is a measuring method for extracting full-field displacements or 

stresses of a member surface [10, 14, and 15]. Photogrammetry, which was first used to create 

topographic maps [16], has now been broadened to incorporate bridge deflection monitoring [17]. 

Motion capture systems (MCS) are often used to capture the motions of a multi-jointed skeletal 

structure with a large degree of freedom (e.g., human bodies) [18]. 

 

It built the projection link between the 3D structural points in the structural coordinate system 

and the associated 2D points in the picture plane during camera calibration. Given the target 

positions in the picture, the calculated projection transformation might retrieve the true locations of 

targets in the structure. Wide-angle lenses are used in consumer cameras and smartphone cameras to 

enhance the field of vision [19], resulting in distorted pictures, particularly in the corners of the 

frame. The distortion correction step is not required for cameras with lenses that produce no visible 

lens distortion. For monitoring, it makes sense that the target area should be close to the centre of 

the field of vision [20], where lens distortion is less. 

 

The easiest projection conversion is a scale factor, which presupposes that all projected points 

have the same depth of field or that the optical axis is perpendicular to one structural plane [20-21]. 

Given the picture position of an object (output of target tracking) and the projection transformation 

relationship, structural displacement might be calculated from the change in structural coordinates 

(output of camera calibration). [22] 

 

The fundamental benefit of vibration analysis using a high-speed camera is the potential to 

collect more data about the events noticed during vibration propagation and their influence on other 

mechanical equipment with no extra classification, analysis, or interpretation. The rapid 

development of image recording devices, microprocessors, next-generation computer memory, and 

image identification and analysis algorithms allows us to forecast that the use of high-speed 

cameras for vibration analysis will become more widespread. [23] 

 

Finally, while there are more accurate technologies available, they are confined to specific 

point measurements (accelerometer, laser vibrometer) or vast area integration (microphone). As a 

result, our suggestion might be a beneficial addition to these gadgets, providing important 

information regarding complicated issues. [24–25] 
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The location of the sensor fitting is important in designing an acceptable condition 

monitoring system. The stability and reliability of the information obtained depend entirely on the 

location where the sensor is mounted. This research paper examines the relationship between faults 

in the gearbox and sensor fitting locations. Better valid information can be obtained by fitting 

sensors in the right place. This allows the machine to be monitored by alternating methods, such as 

vibration and sound emission monitoring. The test work is outlined to assess the ideal sensors’ 

position for recognizing issues within the gearbox framework. It worked the gearbox under solid 

and undesirable conditions with shifting levels of successful speed and stack, utilising a full 

factorial exploratory plan strategy. The ghostly kurtosis has been executed as a tangible inclusion by 

computing the kurtosis for the extent of recurrence components in a time recurrence graph. The 

results of this study have showed that the implemented approach may be an appropriate strategy for 

giving a better understanding of acoustic emanation and vibration signals to move forward the 

unwavering quality and the capability of condition motioning systems. 

 

It investigated a novel application of the early development strategy for sensor arrangement 

and signal conditioning changes in gearbox systems using vibration and acoustic sensors. It found 

the strategy to be probably important for recognising the perfect position for the sensors to check 

the gearbox system with the most reasonable signal conditioning. It found that the recommended 

strategy can demonstrate the sensitive position of the sensors among the first chosen ones to ensure 

good quality of signals and a consistent condition monitoring system. [26] 

  

Convolutional neural networks (CNNs), a deep learning-based target tracking approach, are 

largely utilised in computer vision applications. Environmental variables (e.g., lighting conditions, 

shadows, partial occlusion, and other fluctuations) make it difficult for a vision system to establish a 

stable and accurate displacement measurement over time in field applications. 

 

This paper presents a unique distraction-free target tracking strategy by combining a deep 

learning-based Siamese tracker with classic correlation-based template matching to tackle these 

issues. There are several different Siamese trackers for template matching, and this study uses the 

DaSiamRPN tracker linked with the UpdateNet for adaptive template updating, which is robust in 

tough settings over time. In contrast to template matching, the Siamese tracker includes a bounding-

box regression layer to forecast target localization, which includes four regression coefficients, two-

directional position translation, and bounding-box size scaling. Because the task of measuring 

structural displacement is based on quantifying image variants of the region of interest, a correction 

step is added to remove centroid deviation between both the template and the predicted bounding 

boxes caused by image size changes when using correlation-based template matching. The 

suggested technique is first validated in a lab test before being deployed in monitoring experiments 

on a short-span footbridge and a long-span road bridge, proving its ability to handle demanding 

conditions such as occlusion, lighting, and backdrop variations. [27] 

 

The DaSiamRPN tracker, which is connected to the UpdateNet, was chosen for early 

template matching. This is because of the DaSiamRPN architecture’s inclusion of a distractor-aware 

learning module and a local-to-global search area technique, which makes it robust in demanding 

conditions such as occlusion, light change, and other changes. To address the long-term monitoring 

need, it also incorporated the UpdateNet to develop an adaptive intended template updating 

approach. The DaSiamRPN and the UpdateNet’s core ideas are briefly explained below, and it may 

find additional information in [28, 29]. 

 

To overcome the problem of standard structural measurements failing to recover higher-

frequency vibration signals, this research presents an improved zero-mean normalisation sum of 

squared differences (ZNSSD) technique. A high-speed camera records the high-speed picture series 

of target vibration in the developed model. The ZNSSD template matching technique is then used to 

process the collected pictures on the computer with sub-pixel precision. In addition, the ZNSSD  
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template matching method based on the image pyramid (ZNSSD-P), a changed search technique, 

has been developed to decimate calculation time and boost efficiency. Then, to increase the 

effectiveness of the ZNSSD-P method, a jumping ZNSSD template matching algorithm based on 

the image pyramid (J-ZNSSD-P) is presented. The Grating Ruler Motion Platform and acoustic 

impediments have been used to capture vibration signals. The results showed that this vibration 

signal extraction technique offers great robustness and accuracy. 

 

A correlation value is used by the ZNSSD method to describe the correlation between two 

pictures. This is a matching method used to locate distinct objects in a picture. The use of a high-

speed camera to gather movies of vibrating objects can yield significant data, but typical image 

processing algorithms are slower than a camera. Because of this mismatch, the vibration frequency 

measuring method based on high-speed vision has poor actual results. This work proposes an 

enhanced ZNSSD template matching method to increase the speed and precision of the standard 

ZNSSD template matching technique. The simulation results demonstrate that the enhanced 

method's precision and speed are much better than the conventional approach. In addition, two tests 

were conducted in the laboratory and outdoors to verify the precision and performance of the 

improved ZNSSD algorithm in practice. The findings showed that the suggested method extracts 

vibrating signals with excellent precision and performance. [30] 

 

This study proposes and illustrates a multipoint vibration sensing approach based on the 

solid-core photonic crystal fibre (SCPCF) modal interferometry concept for sensing the immediate 

frequency, magnitude, and phase of vibrations about each interferometer. Fabrication of fibre 

combinations with speciality waveguides, such as SCPCF, enables stimulation and recombination of 

waveguide modes, resulting in consistent interference spectra over the source spectrum. To detect 

vibrations at each site, identical fibre topologies concatenated with a fibre channel operate as 

independent interferometers. The SCPCF is superior to standard fibre because it has a superior 

steering mechanism and a high temperature tolerance built in. 

 

To obtain the data of vibrations about every interferometer, the resulting signal is examined 

using basic computational approaches. A comparable device has been studied earlier, but for 

stationary mechanical strain rather than real-time dynamic sensing. The suggested method allows 

for real-time strain measurement at numerous sites. [31-34] 

 

Damage must be thoroughly assessed for a structure to be used safely and a management 

strategy to be developed. Although many attempts have been made to evaluate a building’s 

vibration to estimate the amount of damage, the precision of the assessment is not significant 

enough. Therefore, it’s impossible to state that a damage assessment based on vibrations in a 

structure has not been placed on actual usage. We present a technique to assess the damage by 

assessing the acceleration of a structure at various sites and analysing the information using a 

Random Forest, a type of machine learning algorithm. To increase damage evaluation precision, the 

suggested technique employs the highest response acceleration, standard deviation, logarithmic 

decay rate, and natural frequency. Based on the findings of these various assessments, we suggest a 

three-step Random Forest technique for evaluating diverse damage kinds. The suggested method’s 

correctness is confirmed using cross-validation and a vibration experiment on a real-world damaged 

specimen. The distance between the two successive acceleration sensor mountings is 260 mm. [35] 

 

 The phase-based optical flow was used in this study to introduce a non-contact multi-point 

vibration monitoring technique. For complicated structural anomaly identification, the approach 

may provide a full-field vibration map. Unlike conventional multi-point approaches that rely on 

intensity level variations, our method does not require any surface preparation and can achieve sub-

pixel precision even in an outdoor setting. A specific noise reduction approach is used to boost the 

SNR while preserving the local motion fluctuations at each pixel. 
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It can calculate the magnified frequency bands without human input, as in the original 

motion magnification approach, by combining the multi-point measured values with the Maximum 

Likelihood Estimation (MLE), which improves the efficiency of mode magnification on 

complicated structures. The suggested procedure is checked by doing an experiment in a lab and 

taking a measurement in the field. 

 

There are various aspects of this approach that might be improved in future research: First, 

with the camera angle perpendicular to the target object, this research solely looks at in-plane 

displacement. The vibrating structure in practise comprises both in-plane and out-of-plane 

movement, which may be done by creating a three-dimensional vibration map. Second, the 

suggested approach calculates vibration displacements at the pixel level. Torsion and twist of the 

structure, which cause the consideration of the relative movements of various motion signals, are 

not considered. Third, because of the low signal-to-noise ratio (SNR), the vibration map is 

generated using just the strongest peaks. In the future, mode decomposition can create clean 

vibration maps for all recognised modes. [36] 

 

      PROPOSED COMPUTER VISION SYSTEMS 
  

For calculating displacement, template matching is a fundamental component of machine 

vision technique. A template-matching method is said to be a good tool in many research papers. 

Two successive picture images may be compared with the next location of the point in the image of 

a full image using this template machine algorithm. [5, 37, 38] 

Assume an image J, with an offset of x = (xa, xb) and a template S of dimension rS x cS. The 

fit error E(x) can be expressed. 
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Scaling Factor Determination 

 

To figure out the scaling factor SF from structural displacement to picture motion, you could 

use one-dimensional correspondence or the distance between the camera and the target.  

𝑆𝐹 =
|𝑀1𝑁1|

|𝑀𝑠𝑁𝑠|
 …………………………………… Eqn 4 

𝑆𝐹 =
𝐹𝐿

𝐷𝐼𝑆𝑇
 ……………………………. ……….. Eqn 5 

 Where and denote the established physical dimension on the structural surface and the 

corresponding image size of the projection in the image, respectively; and FL denotes the camera 

lens focal length in pixel units, and DIST denotes the distance between the camera optical centre 

and the structural surface plane. [21] When comparing pictures, ensure that they are the same size in 

real life. The scaling factor plays a major role. The scaling factor was set using a white paper sticker 

with a pre-defined real-world dimension, adhered to the item surface where the vibration was to be 

detected before recording the video picture in this novel approach. On the sticker, a colour shows 

the dots. The template algorithm analyses two images and calculates the difference between them. 

[5, 39-43] 
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Object Tracking using Template Matching through Up-Sampled Cross-Correlation 

Algorithm 

Template matching algorithms are classified into numerous categories. The key template 

methods are up-sampled cross-correlation and normalised cross-correlation. [5] 
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Equation (6) uses a matrix multiplication discrete Fourier transform (MM-DFT) in a block around 

the first peak of RFT to get cross-correlation at the subpixel level. This saves time and makes subpixel 

resolution possible. 

 

Computation of Acceleration for Vibration Measurement using Finite Element Algorithm. 

To measure the displacement levels detected by the template matching technique, such as velocity 

measurements and acceleration measurements, were determined using template matching and a finite 

element algorithm. In addition to the current measurements, the aspiration measurements should be 

compared with the relationship measurements made by the acceleration sensor.  
 

Velocity  
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Acceleration 
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Field Tests- Experiment Setup 
Experimental Model 

An agricultural tractor, model TAFE 4410, was used as a test subject.Engine power: 32.8 kW, 

transmission: manual, wheelbase: 184 cm, weight: 1999 kg. 

 

Camera 

The Canon EOS 5D Mark II DSLR with 21.1 Megapixels, Movie Resolution: 1920 x 1080, 640 

x 480 at 30 frames per second, Movie Length/Maximum Duration: 29 minutes and 59 seconds, 

Maximum File Size: 4 GB 

Lens: Macro Lens 

 

Computer Requirements  

Toshiba Satellite-Laptop, C640-I401A model, Intel Core i3-370M processor, 2GB RAM, and internal 

storage of 320 GB. Screen size: 14.0 inches. 

 

Vibration Measurement System 

Data acquisition: USB powered SIRIUS® MINI, Software: Dewesoft NVH analysis software. Number 

of axes: 3, Accelerometer Sensors: 13TI-50G-1, Type: IEPE, Sensitivity: 100mV/g   Weight: 10 g 

Frequency range: 2 to 5000 Hz ± 10%, Dimensions: 15.0 × 15 × 15 mm, Temperature Range: -51 

degrees to +85 ° 
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Fig 1: Experimental setup- Overall view 

Figure 1 illustrates the test rig, which includes an agriculture tractor, an LED light source with a 

variable power switch to control the intensity of the light, a DSLR camera, a computer, and an adapter 

for the accelerometer sensor. 

EXPERIMENTAL METHOD 
 

Canon DSLR EOS50 mark II can shoot at 100fps and 30fps with resolutions of 640 x 480 

and 1920 x 1080. The left bottom corner of a 640 x 480 pixel video frame measures (0.0, 0.0), while 

the right top corner measures (640 x 480). A known paper sticker was pasted to the mudguard body, 

where video was recorded for vibration analysis. The real-world size of the sticker is associated 

with the image size in pixels, and the image dimensions were set to the real-world dimensions using 

an appropriate correction factor. 

Figures 3 and 4 demonstrate a realistic arrangement of real-world-sized paper stickers. The 

sticker's length and height were utilised to provide real-world dimensions. The coloured dot on the 

sticker can be used as a target point, or any point on the sticker can be used as a target point. At 

least one key-frame is necessary to run the programmed scan in a template matching the 

displacement. The displacement is calculated with sub-pixel precision via the up-sampled cross-

correlation technique. When the sum of squares between the match pixel and the template pixel of 

RGB contrast is the greatest, the template is matched. [5] 

 
Fig 2: Experimental setup sticker with known dimension  
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Fig .3 Reference paper stickers on the mudguard 

1. X-axis 2. Target point 3.y-axis 4. Real-world reference line 5. Radiator body 

 

RESULTS AND DISCUSSION 
 

Figures 4–11 illustrate the acceleration values produced from the image vision process 

mathematical technique and measured by the traditional acceleration sensors and Dewesoft interface 

software. The graph trend reveals that the two measuring procedures agree well. 

 

Figures 5 and 6 compare the vibration amplitude to one second. The greatest positive 

amplitude is 0.17 sec with a 5% error, while the maximum negative magnitude is 0.96 sec with a 

5% error. The largest percentage of errors is recorded at 0.46 sec, 0.58 sec, and 0.92 sec, with errors 

ranging from 30% to 50% at extremely low vibration amplitudes, which are not required for 

vibration analysis. The greatest error was reported at very low acceleration values of 0.001–

0.005ms-2. 

 

 
Fig 4 Vibration comparisons for two seconds (0.08 to 1.00 Sec) 
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Fig 5 Vibration Error comparisons for two seconds (0.08 to 1.00 Sec) 

 

Figures 7 and 8 compare the vibration amplitude to one seconds. The greatest positive 

amplitude is 1.25 sec with a 10% error, while the maximum negative magnitude is 1.662 sec with a 

10% error. The largest percentage of error is recorded at 1.00 sec, 1.92 sec, and 2.00 sec, with errors 

ranging from 30% to 50% at extremely low vibration amplitudes, which are not required for 

vibration analysis. At very low acceleration values of 0.001–0.005ms-2, the greatest error was 

reported. 
 

 
Fig 6 Vibration comparisons for two seconds (1.0 to 2.00 Sec) 
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Fig 7 Vibration Error comparisons for two seconds (1.0 to 2.00 Sec) 

Figures 6 and 7 compare the vibration amplitude to one seconds. The greatest positive amplitude is 

1.25 sec with a 10% error, while the maximum negative magnitude is 1.662 sec with a 10% error. The 

largest percentage of error is recorded at 1.00 sec, 1.92 sec, and 2.00 sec, with errors ranging from 

30% to 50% at extremely low vibration amplitudes, which are not required for vibration analysis. At 

very low acceleration values of 0.001–0.005ms-2, the greatest error was reported.  
 

 

Fig 8 Vibration comparisons for two seconds (0.13 to 1.00 Sec) 

 

 
Fig 9 Vibration comparisons for two seconds (0.13 to 1.00 Sec) 
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Figures 8 and 9 compare the vibration amplitude to one second. It measured the acceleration value 

in the X axis from the vision system and conventional sensor system at points having little distance 

between them. Machine vision can measure vibration at that point, while traditional measuring 

systems seem to be affected by how sensitive the sensors are because they are mounted so closely 

together. 

 

Fig 10 Vibration comparisons for two seconds (0.13 to 1.00 Sec) 

 

 
Fig 11 Vibration comparisons for two seconds (0.13 to 1.00 Sec) 

 

Figures 10 and 11 show a comparison of vibration amplitudes to one second displays the 

acceleration value in the X axis measured by the vision system and the traditional sensor system at 

very close distances. Traditional measurement methods seem to be affected by sensor sensitivity 

because the sensors are so close together. Machine vision can measure vibrations in a specific place. 
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Unlike other evaluation methods in which the precision of the used sensing devices is offered by 

one‘s manufacturers and normally remains constant within a designated operating condition over a 

disclosed calibration period, the precision of vision-based systems cannot be purely associated with 

the functional specifications of the video cameras. The measurement of precision in vision-based 

monitoring is a complicated subject that requires a multilayered combination and interplay of several 

criteria. There are three types of sources of mistakes and uncertainty in vision-based monitoring:  

(1) Inherent to the monitoring hardware, such as optical distortions and aberrations in the lenses, 

resolution limitations, and the performance of the video camera's sensor;  

(2) related to the software, calibration, and synchronisation process, such as limitations in the 

motion tracking algorithm, synchronisation lags between cameras, and round-offs in camera 

calibration; and  

(3) Environmental, such as the effect of where the camera is installed and vibrations.  

 

For example, the resolution of the hardware determines how precise the calibration can be, which 

is controlled by the environment. [25] References [44-48] validated the vision sensor and the proposed 

vision system. The results and the percentage of inaccuracy were validated by references. The higher 

the percentage of error, the lower the displacement values; the percentage of error is comparable to the 

larger value of displacements. The suggested machine vision system has the ability to measure 

a minimal displacement of 0.01 mm. 

CONCLUSION 

It has reached the following conclusions: 

1. The employment of a macro lens aids in the recording of extremely close picture frames. Close-up 

pictures give real-world proportions to a white sticker with a precision of 0.01 mm. 

2. The percentage of error was measured high at extremely low vibration levels. 

3. The suggested probe eliminates the difficulties of camera calibration. Because the image’s 

dimension is modified with an accuracy of less than one millimeter with a real-world dimension, a 

white sticker with known real-world dimensions is employed to boost the scaling factor. The white 

sticker reduces noise in the backdrop image. To conserve time and memory, it conducted image 

processing without preprocessing the pictures to determine sub-pixel displacements. 

4. Different light intensities did not differ substantially in the measuring of vibration levels. 

5. The amount of vibration recorded by the machine vision system using the mathematical technique is 

less than the results of conventional accelerometer readings, which might be attributed to the 

accelerometer sensor’s sensitivity. 
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