
                                                                                                                              

Scrutinize and Discover of Image of Freshwater Taken by Faraway 

Realizing using Feed Forward Neural Network and Convnet Mechanisms 

DR.R.VIJAYAKUMAR1, DR.M.MADHESWARAN2, DR.R.MOTHI3, DR.M.MOHAN4 

1,2,4 Professor, 3Assistant Professor 

1,3 Department of Electronics & Communication Engineering, Mahendra Engineering College (Autonomous), 

Mallasamuram-637 503, Tiruchengode, Namakkal, TamilNadu, India. 

2Department of Electronics & Communication Engineering. Muthayammal Engineering College (Autonomous), 

Kakaveri-637 408, Rasipuram, Namakkal, TamilNadu,India. 

4Additional CoE, Mahendra Engineering College (Autonomous), Mallasamuram- 637 503, Tiruchengode, 

Namakkal, TamilNadu, India. 

Corresponding Author: Dr.R.VIJAYAKUMAR, Mail ID: rvijay.nethra@gmail.com 

Abstract: 

 Water is the most momentous for all types of species, this need is notably more predominant for 

anthropoids, and this is since blood in the anthropoid body requires about 90% of water. The quantity of fresh 

water is on globe remnants constant, but the inhabitants are just too sweeping, this is why there is a more 

scarcity of freshwater and it is extensively spoken among the people. It is therefore salient to unambiguously 

gauge the amount of freshwater is on the globe. To estimate it, first take the image utilizing remote sensing and 

then to discover the information about the water in the image, some mechanism utilizing in image processing is 

utilized. First, it segregates the attribute highlights of the image to precisely assess the information in the image 

about water, and then it is trouble-free to discover the objects or scrutinize the objects or formation it 

meaningful in the image through the image section with those attributes. Therefore, two arrangements are 

utilized in this paper to recognize these operations more precisely. This paper utilizes the Feed Forward Neural 

Network (FFNN) system for segregating attributes and then the CNN mechanism for segmentation. 
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Introduction 

In general, remote sensing is the ability to perceive information about an object from a 

distance. Researchers use remote sensing to track atmospheric events, in land applications, 

earth-based studies and for military observations. But here it is used to monitor the amount of 

freshwater on Earth. This paper is proposed to analyze the image taken by remote sensing. 

Computer vision has been used extensively to analyze an image in the past, but nowadays, 

because of the development of deep learning, everyone has shifted to deep learning. It is very 

difficult to solve those kinds of problems from a computer point of view but it has become 

much easier with this deep learning method. In this deep learning mode, we can analyze an 

image and learn its meanings very easily and without problems. 

In these deep learning structures, there are many features for image analysis such as image 

segmentation, image colorization, object detection, Image classification, and so on. So in this 

paper, the quantity of freshwater can be detected by applying the deep learning methods to 

the image. For image analysis, methods such as partitioning features and dividing as parts of 

image are used. 
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In [1], by remote sensing, wetlands are identified. For this, the paper editor has used digital 

image processing. So they have been trying to find the wetlands with the satellite image data. 

So in order to do this, they have done the neural network in terms of machine learning. This 

concept has been neglected because the machine learning is less efficient than deep learning. 

In [2], by submarine research was carried out to investigate or detect undersea water events. 

Before that, research was done by diving into the deep sea. Although this has been done from 

time to time, it has given many a hard time. Moreover, underwater, dark, dim and dusty, the 

status of the image apprehend by the optic camera is substandard. To ameliorate the quality 

of the image, the talent adopted a methodology based on BEMD. But this method does not 

give a good result. 

In [3], we report the effects of water pollution on a daily basis, That is, water is contaminated 

with agricultural waste, industrial waste, hospital waste and sewage discharge. In addition, 

aquatic fishes are classified as waste fish and good fish. The author of this paper has 

attempted to distinguish between the waste fishes by leaving the day mummies in them. They 

have therefore used statistical analysis. But this is old time and it is very poor quality. In [4], 

the perception of images from a distance is studied using CNN methods. In this they have 

taken the picture of extracting the ships through a distant sensation. They have used a CNN 

Mechanism of detecting ships by extracting sea water. But, using only the CNN, the quality is 

not great. 

In [5], it is very difficult to separate water and land images by artificial aperture radar. This is 

because the quality is greatly reduced by irregular shape, excessive noise, and dust. The 

author therefore uses the matrix method to segregate the features of the image; author then 

used the DoG mechanism to integrate all of the main features. Although the author of this 

paper has tried, it has given little result. In [6], In this community, all the places with water 

bodies are the most important, Therefore, safeguard the water bodies and to beware of 

disasters such as tsunami, It is very important to research the image of water bodies. Since 

this requires a more accurate result, the author of this paper has used methods such as LREP 

and MTM. But these methods are not working according to their needs. 

In [7], Due to agriculture and socioeconomics, there is a need for more accurate separation of 

rivers. Natural disasters such as flooding require precautionary measures. This can lead to 

fatalities and property losses. So this method is easier because of the development of 

technologies like Remote Sensing. The author of this paper has therefore used the method of 

PSO - SVM. But this process did not give them the results they expected. In [8], in this paper, 

they have used the deep learning method for image classification to be very accurate. Of 

these, there are some problems due to lack of data. So they have used the feature extraction 

method. For feature extraction, the CNN method is used. Their attitude was largely 

unanswered.  

In [9], Image processing is now widely used in deep learning areas, Traffic issues are getting 

bigger due to Smart City, because, The problem comes due to Violation of traffic rules, 

congestion and festivals. This author classifies the problem of traffic with respect to physical 

features to detect traffic. They have used the classification in deep learning mode to clearly 

identify the traffic problem from the video. Their accuracy was very low. In [10], the CNN 

algorithm is used to classify the histopathology image. But, using only the CNN method, the 

quality of the image does not give much quality. In [11], the aims to make the deep learning 

method more useful for analyzing the medical image, so, This paper was proposed by This 

author. So they used a neural network called SRNet. It requires more money. In [12], the 
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CNN procedure, which is the system of the deep learning method, was used to automatically 

classify the images, but money was more needed to automate this process. 

Materials and Methods  

The instances of this proposed method are given in the following steps: 

Step 1: Firstly, the image taken by remote sensing should be given in this proposed manner 

as input. 

Step 2: This means that have to give this input to the feature separation method. This 

feature separation method will only extract the features required by MLF. 

Step 3: Then the MLF method will give as output what is needed. 

Step 4: These outputs then go to the CNN mode as input. 

Step 5: This CNN system divides the image into parts and gives clear information. 

 

Fig. 2.1 Flow of analyzing the image taken by the sensation of distance 

Feature extraction 

 Here the MLF method is utilized to extract the features of the images. That is, Multi-

layer feed-forward (MLF) neural networks. There will be a lot of features in the film, but the 

separation of the image with all of them is the reason for reducing the image quality. Other 

than that, a few important features are difficult to obtain, As such; image separation is 

another reason for reducing image quality when those important features are not available. 

Therefore, this paper uses this MLF method to reduce these problems. It only extracts the 

essential and important features of the image and releases it. 

The following is a MLP with m - layer. It calculates the one-dimensional output in the n - 

dimensional input. 

1. The activation function of the release perceptron is go, and the activation 

function of the perceptron of the hidden layer is g. 

2. With each perceptron in the li-1 layer, the perceptron in the li layer is attached. 

Each of the layers is fully enclosed. Each perceptron therefore depends on the 
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outputs of all the perceptrons in the preceding layer. And this is the weight 

that connects the two perceptrons is still zero, so it does not lose its common 

separation. That is, for those who have no contact, it will be equal. 

3. Even in the same layer, there is no connection between the perceptrons. 

 

Fig. 2.2 Structure of MLP 

Fig.2.2 is called as Image of MLP, fully enclosed in three entries with two hidden layers and 

each contains four perceptrons. Below is a definition for each of the codes: 

 : The weight for the perceptron j in the layer lk for the inside edge i 

: The pro for perceptron i is in the lk layer 

: The product dependence and sum for the perceptron i is in the lk cascade 

: The output for the node i is in the lk layer 

: The no. of nodes in layer lk 

: The weight vector for the perceptron i in the lk layer 

: The o/p vector for layer lk 

The calculation of the output of MLP is continued in the following steps: 

Step 1: Take the input layer i0: 

The values of the  outputs for nodes in the input layer i0, Set in the vector  

to their corresponding inputs. 
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Step 2: Calculate the outputs and product sums of each hidden layer from i1 to im-1: 

For k → from 1 to m-1, 

1) Compute 

  
2) Compute  

 
Step 3: Find the output lm for the Release layer y: 

1) Compute 

 
2) Compute 

 
 

Training MLPs 

This refers to the set of input-output pairs of as single-layer 

perceptron, to reduce the mean square error; the learning method consists of refreshing the 

values of  and . 

 

Where, oi indicates the output of the MLP on input .  

This reduces E(X) to all  and , so it giving it a good extraction, the slope descent should 

be used to adjust the parameters of  and with the alpha learning rate. The following 

delta equations are given for each iteration.  

 
Expansion of the right-hand side of the delta rule is taken using back propagation, because it 

flows backwards through the slope information network. This slope flow develops in the final 

layer lm, this is proportional to the difference between the actual output o and the target 

output y. 

Segmentation  

 CNN methods are great for processing closely interconnected images. It uses a 3-

dimensional structure; here are three special neural networks studies that examine the green, 

blue and red layers of the image. CNN scans only part of the image first, then identifying and 

extracting only the most important features, then uses those features to classify the image, 

CNN Uses 2 or 3 dimensional neural layers to analyze images with conventional, 2 or 3 

colored channels. CNN with one-dimensional ones are also very useful. When the features of 

the section are not require One-dimensional CNN extract important features and enhance the 

image quality. 

 

A plain vanilla neural network is in which all neurons in one layer interact with all 

neurons in the next layer. But this is very limited in its effectiveness in analyzing video and 
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large images. For an average size image with hundreds of pixels and three types of color 

channels, the no. of parameters used by a traditional neural network can be in the millions; 

this can be supportive for overindulgent fit. 

 

Use the neural network in important areas of the image, and to manage the no. of parameters 

uses the 3 dimensional layouts. In this, each set of neurons analyzes the feature of an image 

or part. All neurons, instead of sending their results to the next neural layer, each group of 

neurons are focused on identifying a part of the image. This indicates how much each aspect 

is likely to be part of a segment. 

 

Fig. 2.3 Structure of 3-D CNN 

Usually the symbol system works in three steps: 

1. The first step is a change, in this, the image is scanned into a few pixels at a time, 

then, each feature belongs to the required section, a segmentation graph is created 

with probabilities.  

2. The second step is pooling. This reduces the dimension of each segment while 

maintaining its critical data. The pooling standard summarizes the most important 

image information in the image. 

 

 

Fig. 2.4 Working of CNN 
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In fig. 2.4, This CNN system has the dog's part alone, boat's part alone, and bird’s part alone 

and the cat's part alone, separately divided, The following Explanations show how it works. 

Many CNN mechanisms maximum use Max Pooling, Here the CNN algorithms extract the 

highest value from each of the Pixel parts scanned. This is stated Interpretational in fig. 2.5 

below, 

 

Figure 2.5 Pixel selection process 

In this pixel selection process, first, it divides the features in the image into four parts, then, 

just takes the important part of each area and segmented. Another example is given in fig. 

2.6, in it; the forest, the building, the water, the land and the road are separated separately. 

 

 
 

Fig. 2.6 Segment the remote sensing image 

 

Finally, when the parts are properly divided, the CNN algorithm goes to the third step. This is 

a fully connected neural network, It analyzes the last probabilities, then decides which 
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segment of the given input image will depend on, Then it divides separately into this is water, 

this is land, and this is forest. 

 

Results and Discussion  
 

 
 

Fig. 3.1 Comparative diagram of accuracy 

 

 When this accuracy compares the performance, The MLP/FFNN algorithm is much 

higher than the Fuzzy Logic algorithm. The FFNN algorithm has more values in some 

important areas, though it has similar values in a few places. This FFNN algorithm is 

therefore the best in these processes. 

 

 
 

Fig.3.2 Comparative chart of time taking 

 

 This MLP process is taking very low compared to the time taking, No matter how much 

work is put into this process, it takes up very little time. Even in Fig.3.2, the FFNN algorithm 

proves to be better than the Fuzzy Logic Control algorithm. 
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Fig.3.3 Performance in Accuracy 

 

In accuracy presentation, the CNN procedure is higher than the SVM algorithm. This is 

because there is a lot more development performance in CNN than SVM. 
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