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ABSTRACT: 

Sentiment Analysis (SA) systems are quite popular nowadays since most people trust 

them to make decisions on products, services, and news analytics, among other things, based on the 

reviews expressed by the end users. Customers will employ Sentiment Analysis tools to select new 

products from a variety of options available. Manufacturers can use the implemented system to known 

about their products’ strengths and weaknesses.  

At present the sad aspect is that, many spammers post the irrelevant or fake reviews 

about certain products to increase or decrease its market share among others. Sentiment Analysis 

systems have a difficult time deploying methodology to identify whether each review is either honest 

or spam and also to known whether it was made by individual spammers or spammer groups after 

experiencing the products. 

The suggested system will provide solution to the problem faced above by utilizing 

Text pre-processing as the best place to start when it comes to increasing the overall effectiveness of 

sentiment analysis systems. Subsequently, an innovative spam review detection approach namely 

Spam Review Identification Metrics (SRIM) is implemented based on several factors determined 

through review level and reviewer level characteristics to classify the review as honest or fake present 

in the Review dataset. Multilayer Perceptron (MLP) classifier is used to identify the given review as 

spam or honest and performs well when compared to other classifiers like Naïve Bayes and Decision 

Tree techniques. An interesting observation is that, although the performance of positive sentiment 

identification by the Naïve Bayes and Decision Tree outperforms well by 2.28% and 1.45% more than 

MLP. However, MLP produced good results for negative sentiment related reviews by 2.36% and 4.37 

% more than NB and DT methods.  
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INTRODUCTION: 

    Due to increased growth of E commerce, purchases and selling of 

the products through online is popularly acknowledged. Some statistics says that 

almost 40% of the internet users worldwide buy their household products online 

through E-Commerce application. The advancement of internet makes the individual 

users to express their views and feelings about their purchased product on the web 

through written reviews. A study conducted during the year 2014, reveals that online 

reviews are very significant for buyers, as over 90% of customers used online 

reviews to help them make decisions before making the payments to any merchant. A 

strong positive and negative opinion about the products will significantly influence 

customers towards accepting and rejecting the products respectively. It is very 

common that, positive opinion for any service or product can attract large customers 

which lead to substantial financial gains. Similarly, the negative opinion may lead to 

downside of the product purchase history. There is a possibility that certain 

corporates appoint a group of spammers for writing the fake reviews or spam reviews 

about certain products which may lead to the fluctuation in the product market value. 

It's difficult to detect and eliminate fake reviews from the data set to keep spammers 

from being subjective to their unethical behaviour. The available of spam reviews in 

the dataset and spam reviewers used for writing the spam reviews has been a hot 

issue of controversy in recent years, and various researchers have dedicated 

significant time and effort to analysing, detecting, and eliminating fraudulent reviews 

from the Dataset. 
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WORK ON DETERMINATION OF FAKE REVIEW PRESENT IN 

THE REVIEW DATASET 

Due to lot of improvement in sentiment analysis during last decade, it 

is easy to determine the polarity of the review based on numerous approaches. But 

recently there is a trend introduced by the intruders to write the fake reviews about 

the product in order to increase or decrease the market value of certain products. It is 

difficult for the researcher to determine whether the dataset includes any fake 

reviews through the effective SA system. Lot of algorithms and methods are 

introduced by the researches to identify and remove the fake reviews from the 

dataset.  

Many organizations and enterprises use SA systems to determine the 

positive and negative aspects mentioned by the customer for the products based on 

reviews for improving their sales through the intelligent algorithms developed by 

various researchers. However, all reviews given by the reviewer are not true reviews 

as some spammers ultimately aim to promote or demote the product value as 

discussed by Dinesh Kumar Vishwakarma et al.(2019). Many researchers focus on 

detecting the fake reviews and build the trustworthiness system for the organization 

for producing an effective review analysing system. The various Text Mining and 

Opinion Mining techniques are implemented to measure the honest value of a review 

discussed in Chaowei Zhanga et al.(2019). Manali S.Patil et al.(2012) proposed a 

novel approach where untrustworthy reviews are identified using n-gram model and 

the Spam review detection is based on features selection techniques. The above 

model identifies the spam review written by using same credential for different 

products simultaneously and different credentials for writing spam reviews for the 

same products. The accuracy of predicting the spam review is 65% comparing to its 

previous model.  

Eka Dyar Wahyuni et al. (2016) proposed an Interactive Computation 

Framework (ICF) which is used to detect fake reviews from the dataset based on 

review content  and rating attribute of a review. This method is used to measure the 

honest value and trustworthiness of the reviews written by the reviewer and maintain 
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the reliability of the products in the market. Proposed method has a better accuracy 

compared to the result from ICF. This method has a drawback of predicting the 

review by measuring the time taken to predict the spam score. The accuracy of the 

system is 72% as against the ICF accuracy of 66%. Julien Fontanarava et al. (2017) 

suggested the prediction of spam that illustrates the impact of distinct features 

through cumulative distribution functions approach and it is possible to identify the 

more relevant features with respects to fake reviews as with the most different 

cumulative distribution functions between the classes. It also considers the different 

ways the spammers used to write the reviews for the same product during a particular 

time interval (Burst) to detect the singleton fake reviews. The accuracy of predicting 

the fake reviews through this approach is 80.6%. Doaa Mohey El-Dia Mohamed 

Hussein (2018) apply the sentiment classification algorithm using SVM with stop 

word removal method to detect the fake reviews present in the dataset having the 

accuracy is 81.2%. Table 1 represents the comparative analysis of various Fake 

review Detection approaches. It clearly indicates that certain authors focus on 

Review information and Reviewer activity to classify the review as spam or honest. 

Few authors considered only the Review information for classifying the spamicity of 

the reviews which is considered as less significant when considering the authors 

significance. Certain authors considered burst pattern to predict the class of the 

reviews as spam or honest along with the rating behaviour which produces good 

accuracy over the other techniques discussed by different authors. 
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Table 1 Comparison among different approaches towards Fake review Detection 

  

Type of Information 

used for Analysis 
Approaches Used 

Graph 

Modeling 

Review 

Content 

Reviewer 

Activity 

Identification 

of Similar 

reviews 

Categorization 

of Text 

analysis 

Detection 
Reviewer 

Identification 

Burst 

Pattern 

Discovery 

Review 

rating 
  

Ott et al. 2011 X - - Word n-grams X X - - - 

Wang et al. 2011 X X - - - - - - X 

Fayazbakhsh 

andSinha  2012 
X X - - - - - - X 

Xie et al. 2012 X - - - - - X - - 

Ott et al. 2011 X - - Word n-grams - - - - - 

Mukherjee et 

al.2013 
X X X - - - - X - 

Akoglu et al.  2013 X X - - - - - - X 

Fei et al. 2013 X X X - - - X X - 

Lin et al. 2014 X X X - - - - - - 

Banerjee and Chua 

2014 
X - - - - X - - - 

Hernandez-Fusilier 

et al. 
X - - Char n-grams - - - - - 

Savage al.  2015 X X - - - - - X - 

Heydari et al.  2016 X X X - - - X X - 
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From the above Table 1, it is concluded that spam review is detected at review level and 

reviewer level along with burst pattern and rating behavior. So, the proposed Spam 

Review Identification metrics system considered all the above parameters along with 

some additional features to produce good accuracy than all the above literature works. 

PROBLEM DEFINITION 

Opinion spamming is the process of using illegal methods to produce bulk amount  

of fake reviews about a specific services, utilities or product in order to promote or degrade the 

product's quality. Fake reviews or sometimes termed as spam reviews are created for the above 

purpose, and the author who publishes the fake review is called as  spammer. The following 

aspects are the great impact of spam reviews and spammers: 

• Negative spam reviews against any product will make the business result in less profit 

due to underserved damage reputation by its competitors 

• Customers may be misled about the quality of the product they have purchased.  

• An increase in the number of spam reviews may frustrate internet users. 

              The researchers used a variety of indicators to detect spam in the review dataset 

successfully, which includes combination of variety of spam identification metrics and 

techniques to categorize the honest review from fake review. To identify fake from genuine 

reviews, a score is derived from several metrics using quantitative measurements such as review 

author, and a review history score is assigned to each review under examination.The Proposed 

work, namely Spam Review Identification Metrics (SRIM) are used to identify the spam reviews 

available in the Dataset for Spam Review is based on, 

• Implementation of machine learning classification algorithm to classify the review 

textual contents. 

• Detecting the Fake reviews by combining the reviews and reviewers based 

techniques. 

• Determination of the suspiciousness behaviour and reputation of Author through their 

history reviewing process. 
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BASIC APPROACHES TOWARDS THE DETECTION OF SPAM REVIEW 

The following are three major techniques used for identifying spam reviews in review 

data: 

• Detection of Spam review. 

• Identification of Spam reviewer. 

• Spammer groups detection. 

  

Techniques for Spam Reviews Extraction via Review Content Similarity 

Large numbers of supervised learning methods are employed to detect the fake 

reviews and they are based on supervised training data set. Review Similarity is the measure to 

identify the relevance between the two review sentences of similar or different products.  

Techniques for detecting the Spammer and Fake reviewer based on Proliferation 

Detecting the review spammers is primarily examined through their behavioural 

patterns. Spammers and non-spammers display differential behavioural patterns which lead to 

the creation of two clusters of reviewers namely spam and non-spam reviewers. The examined 

characteristics and behavioural aspects tend to calculate author related spamicity score having 

the values of 0 or 1 where Score 0 represents the non-spamming activity and Score 1 indicate the 

spammers and identify their review types through Content Similarity, Maximum number of 

reviews and Review burstiness. 
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Techniques used for Spammer Groups Detection 

With case studies for detecting fake reviews and opinion spammers, a significant 

number of researchers have devoted their time to detecting spammer groups. Spammer groups 

are made up of reviewers who collaborate to promote or degrade a group of target products by 

writing bogus or fake reviews. Supervised approaches are derived to detect the spammer group 

based upon group features like Time Window, Content Similarity and Content Size. Recently, a 

Group Spam Rank method (Mukherjee et al. (2013)) compiles all the aspects of spammer groups 

based on the probability of spamming. GS Rank outperforms supervised classification and 

regression to detect the spammer groups. 
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TECHNIQUES FOR THE DETECTION OF SPAMICITY THROUGH THE 

COMBINATION OF REVIEW AND REVIEWER CHARACTERISTICS 

In order to identify spam activity in reviews, the proposed technique aims to 

include strategies that make use of all accessible information regarding reviews and reviewers. 

Each review is given a rating that determines the level of spam, making SRIM easier. When the 

spam rating of a review exceeds a specific threshold, it is considered spam. For example, a 

review of a recently released product with a rating of more than 4.5 on a 5-point scale may be 

classified spam. Each discrete approach assigns a score to the reviews, and the final spamicity 

score to calculate  SRIM is derived by aggregating all of the different metrics' values for each 

review in the dataset.  

 

 

 

 

 

 

Figure.1 Generic process of detecting the Honest and spam Reviews present in the 

Dataset 

Figure 1 depicted the process of determining if a review was spam or not. The 

suggested approach's initial step is to extract and collect all reviews for the entity (such as 

Amazon Product or Hospital Services) using pre-defined information such as content, rating, 
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creation date and time, and author. The review analysis process then begins with a variety of 

approaches to comprehend the two levels of the problem, such as the review and the reviewer. A 

spammer is likely to produce false content about any product or services and it will therefore 

affect the behaviour of the decision making process and also about the authenticity of the review. 

After the review analysis phase, the next step is to determine the spam content present in the 

review through spam filtering system by analysing the behaviour of the review and reviewer. 

Finally, SRIM is measured through Spamicity score by analyzing both review (r) 

and reviewer (a) indicator using the following scoring function in Equation (Eq 1).  

)    (Eq 1)                     

As illustrated in Figure 2, a review is labeled spam if its spamicity score 

(calculated using SRIM) exceeds a specific threshold, but a review that clears the threshold value 

is treated as spam review. The forthcoming sections that follow outline the methods and 

reviewing characteristics that go into calculating the spam score for a review. A threshold value 

of 25 is set for the SRIM system rather than other values set by the previous works, since the 

proposed work includes three important parameters namely Content Length, Review Relevancy 

Rate and Number of Review for effective identification of spam reviews. In general, the range of 

values for most of the parameters are between 0 and 2 but only three parameter [RRR, NR, 

AvgP] values are highly variable across multiple ranges based on the reviews given by the 

genuine user or spammers. So, in order to determine the values of the spamicity of a review, it is 

fixed to have a threshold value of 25 for the proposed system. Suppose, if the calculated spam 

score exceeds a threshold value of 25, the class of reviews is considered as spam else the review 

is treated as an honest one as indicated through the Figure 2.  
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Figure 2 Flow diagram for Proposed Fake Review Detection using Spam Review 

Identification Metrics 

Review Content Classification 

The first approach to be investigated at is identifying the review content as spam or 

genuine. Machine learning algorithms have previously demonstrated promising results in a 

variety of text classification scenarios, including spam review identification. The review 

classification approach used in the suggested detection system is based on the Multilayer 

Perceptron (MLP), a machine learning algorithm, which helped significantly to the detection of 

review spam. 

MLP is a feed forward artificial neural network model that translates input data to 

appropriate outputs (Figure 3).The most essential activation function in MLP is sigmoid, which 

is given in Equation (2).  

(Eq 2) 

Where  is function in which the 'q' indicates the weighted aggregate of the input synapsis 

and the ‘i' represents the each individual neuron output. 

Score > 

Threshold(25) 
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Figure.3 MLP Network Structure with Multiple hidden layer 

Back-propagation, a supervised learning approach, is used to train MLPs. Back 

propagation is a popular method for training artificial neural networks, and it's frequently used in 

conjunction with an optimization method like gradient descent. The technique repeats a biphasic 

cycle of propagation and weight updating at each step. When an input vector is received by a 

network, it is propagated layer by layer until it reaches the output layer. A loss function is used to 

compare the network's output to the expected output, and an error value for each of the output 

layer's neurons is calculated. The error values are then reversibly transferred, beginning with the 

output and ending with an error value that roughly equals each neuron's contribution to the 

original output. Using these error numbers, back propagation determines the gradient of the loss 

function in proportion to the weights in the network. In the second phase, this gradient is passed 

to the optimization technique, which uses it to update the weights and minimise the Loss 

function. 

During back propagation, nodes weight  (Equation (3)) have to be  modified  in 

accordance to minimize the overall error in the output:  
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(n) = ∑j e
2(n)  (Eq. 3) 

(𝑛) =(𝑛) − 𝑦𝑗(𝑛) represents the j-th node's error  for the nth  training instance, where 't' 

representing the target value and 'p' representing the perceptron's generated value. Equation (4.4) 

is used to indicate the change in each weight. 

 

∆𝑤ji(𝑛) = −𝜂 (∂s(𝑛)/∂𝑣j(𝑛))*𝑦i(𝑛) (Eq. 4) 

 

Where  represents the weighted average of weight from neuron j to i. Here 

is the previous neuron’s output and  be the learning rate is a number that permits the 

weights to change into a suitably fast response without causing an oscillation and listing the 

previous neuron's output. The calculation is performed based upon the gradient descent, a first-

order recursive optimization process that finds the local minimum of the function in question by 

taking steps proportionate to the function's gradient at the current position. The above 

computation is based on the local area that is induced and simplified using Equations (5) and (6) 

. 

 

Where  represents the non-variable derivative of the activation function.  

When the network is trained, the middle layers' neurons organise themselves so that different 

neurons learn to detect different features of the whole recording region. After training, when an 

arbitrary input pattern with noise or gaps arrives, neurons in the network's hidden layer respond 

with an active output if the incoming input contains a pattern that the individual neurons have 

learned to recognise during exercise. 
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Each evaluation of a certain product is transmitted to a trained MLP classifier, and label 

is attached to it. The classification will results in  binary output that is Fake or genuine review 

and it is based on the categorization process of the MLP classifier. When the substance of a 

review is examined, a score is assigned, with 1 indicating spam and 0 indicating a genuine 

review. Equation (7) can be used to express the Classification Factor (CF)). 

 

The method outlined seeks to make use of an important aspect of evaluations, 

namely their content. It is significantly reliant on the training data while conducting serious 

content analysis research. However, the writing styles of spammers and genuine users can differ, 

thereby limiting the usefulness of Review ratings.  

Review Relevancy Rate 

There are reviews in the dataset that are unrelated to the product, expressed 

through advertisement or a link. The system used to identify the relevance between the review 

content and the product under investigation is referred to as the Review Relevance Rate. To 

make customer purchases easier, each product has its own subject or content to understand about 

its features, such as product specification, functionalities, and its usage. Equation 8 is used to 

compute the Review Relevancy Rate (RRR). 

𝑅𝑅𝑅(𝑟) = 𝑒((𝑊(𝑠)∩𝑊(𝑟)/𝑊(𝑠)) − 1                                   (𝐸𝑞. 8) 

W(s) contains the keyword list related to product, while W(r) contains keywords related to a 

review. A review is considered as spam if it has a high relevance rate. 
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Content-Length 

The length of a review's content can also be used to identify fake reviews. When a 

review is too short, it implies that the reviewer did not think the product's experience was 

important. As a result, these types of reviews are worthless for analysing review data. The 

review’s Content's Length (CL) calculated by using the Equation (9). 

𝐶𝐿(𝑟) = {
1, 𝑟. 𝑙𝑒𝑛𝑔𝑡ℎ ≤  λ 
0, 𝑟. 𝑙𝑒𝑛𝑔𝑡ℎ > λ 

                                      (𝐸𝑞. 9) 

where r. len denotes  review's r length, and t indicate the threshold value to predit the accuracy of 

reviews’ content length.From the past research, it is concluded that a review has less than 5 

words long, the review should flag it as spam because the author is less serious about the 

product. 

Rating Deviation 

Rating Deviation (RD) plays a significant part for calculating the spamicity score. 

It identifies how one review deviates from another through its activity analysis by the same 

reviewer. Spammers aim to promote or demote certain products and brands through varying their 

rating values.  

Before assigning a value to a service or product  by an Reviewer , the presented 

technique considers a Review r and analyses the deviation of the review from the average score 

for the specified product. The deviation d from the mean of a reviewing score s is calculated 

using the equation below. 

𝑑 = |𝑠 − 𝑆𝑚𝑒𝑎𝑛|                                                  (𝐸𝑞. 10) 

To avoid analyzing differences from an average score that is some factors have already affected 

rating given by the same author, which could damage the effectiveness of the system. However, 

the overall average score does not include all reviews written by the same author. Finally, using 
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Equation (11) for a specific product, Rating Deviation point RD (r) of a rating r is derived by 

normalizing according to the grading scale Nscale. 

𝑅𝐷(𝑟) =
𝑑

𝑁𝑠𝑐𝑎𝑙𝑒
                                             (𝐸𝑞. 11) 

Measuring the reviewer activities through number of reviews written and their activeness 

As previously stated, a review's total spam score is determined by the reviewer's 

behavior as well as the reviewer's history being experimented with. The quantity of reviews a 

reviewer leaves for a single product is one of the most clear signs of whether they are genuine or 

malicious. Spammers attempt to mislead the product's feedback section by writing a high number 

of false reviews in an attempt to drown out honest feedback. The number of reviews NR (a) that 

a reviewer writes for a product also factors into the calculation of the Spamicity Score. 

A fake reviewer have a tendency to write a large number of reviews in quick time 

may contribute towards the creation of Products’ peak reviewing activity. An author's activity in 

bursty time slots, that is, the total amount of "bursty" reviews posted by the author helps to 

calculate the review spamicity score using the below formulae: 

𝐵𝑢𝐴(𝑎) = {
1, 𝐵𝑢𝑟𝑠𝑡𝑦 𝑅𝑒𝑣𝑖𝑒𝑤𝑠 > 2                                

0, 𝐵𝑢𝑟𝑠𝑡𝑦 𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ≤ 2                    (𝐸𝑞. 12)    
 

The Equation (12) states that if an author post more than two reviews for a 

particular product, there may be possibility of considering those review as spam. 

The following sections talks about the  author related features which include the 

authors previous activity during review writing process. 

Reviewer Burstiness 

During the review process, bursts can be used to detect abnormal activity. A 

professional reviewer will write new reviews for a variety of things over a long period of time, 
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from their first to their most recent. On the other side, some spammers who wish to sway the 

public's opinion against a specific product tend to write a huge number of reviews in quick span 

in order to swiftly outnumber honest evaluations. In this situation, their user identities are formed 

with the intent of writing spam reviews against one or more items, and they exhibit aberrant 

burst activity, which may be quantified using the model below. Equation(13) is used to compute 

the Reviewer burstiness of review's author a. 

𝑅𝐵𝑢(𝑎) = {
0, 𝐿𝑅(𝑎) − 𝐹𝑅(𝑎) > 30 𝑑𝑎𝑦𝑠

1,         𝐿𝑅(𝑎) − 𝐹𝑅(𝑎) ≤ 30 𝑑𝑎𝑦𝑠
        (𝐸𝑞. 13) 

where LR(a) represents author's recent and last review, while FR(a) indicates the date on which 

the author first post their review about any products they purchased through online. The above 

formulae represent that, if the author posted reviews have the difference in period of less than 30 

days, then these reviewers are considered as a spammer. As a result, if an author total reviewing 

activity is limited over a long period of time, spamming suspicions may rise, and the Spamicity 

score of their reviews may suffer as a result. 

Extreme ratings 

Many spammers always use extreme ratings for the products through either high or 

low level to reach the goal of rapidly increasing or decreasing the average value  of the products, 

respectively. It is observed that, a fake reviewer may provide a star rating of 1 instead of average 

star rating of 4 out of 5 star rating. 

Let 'a' be the sum of the reviews given by Author 'A' which will help for the 

system to known about the individual behaviour towards calculating the EXR. The amount of 

Extreme Ratings (EXR) may be 1 or 5 is assigned for all the collected reviews  and split based 

upon the grades represented by  |RSa | which leads to the review’s relation to extreme ratings and 

it is represented using the Equation (14). 

𝐸𝑋𝑅(𝑎) =
|𝑅𝑆𝑎 𝜖 {1,5}|   

|𝑅𝑆𝑎|
                      (𝐸𝑞. 14) 
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The above value contributes towards the identification of reputation of author a. A 

peak ratio with high score indicates that the  reviewer is a spammer, but it must be further 

supported by other complementary spam indicators. 

Reviewer average proliferation 

An author has written reviews about other products earlier and  this metric will 

help the suggested system to examining their review history, which is  defined as a group of 

previous reviews given by the reviewer ‘a’ for ‘d’ discrete services or items, leaves a hint about  

the overall credibility or reputation of an author.The Author's Average Proliferation( ) is 

calculated by using the Equation (15): 

𝐴𝑉𝑔𝑃(𝑎) =
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐻𝑖𝑠𝑡𝑎,𝑟

𝑛
                                  (𝐸𝑞. 15) 

Where 'n' represents the number of products for which an author provided reviews 

in their history. Suppose if an author written 4 reviews for 4 products indicates non spamming 

activity, on the other hand if an author written 500 reviews (SIZE of Hista,r) for 4(n) products , 

then Author's Average Proliferation score is 125 which shows high spamming activity. 

Spam Review Identification Metrics used for calculating the Review spamicity Score 

Review can be classified as Genuine of fake based upon the  reviews overall 

Spamicity Score S(r) and it is calculated based on the results obtained from the various metrics 

related to review and reviewer characteristics discussed earlier in previous sections.Scores 

obtained from each metric is  multiplied by an appropriate value  according to their importance 

and it is indicated in Table 2. 
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Table 2. Various metrics affecting the Spamicity score, Purpose and its Weightage 

Spamicity 

affecting Spam 

Metrics 

Purpose Weight 

BuA(a) Author Burstiness 1 

RBu(a) Review Burstiness 1 

RD(r) Rating Deviation 1 

CF(r) Classification Factor 0.5 

EXR(a) Extreme Rating 0.5 

NR(a) Number of Reviews 1 

AvgP(a) Average Proliferation  1 

RRR(r) Review Relevancy Rate 0.5 

CL(r) Content Length 0.5 

 

 Review Spamicity S(r) score is calculated by using the Equation (16). 

𝑆(𝑟) = 0.5𝐶𝐹(𝑟) + 𝑅𝐷(𝑟) + 𝑁𝑅(𝑎) + 𝐵𝑢𝐴(𝑎) + 𝑅𝐵𝑢(𝑎) + 0.5𝐸𝑋𝑅(𝑎) + 𝐴𝑣𝑔𝑃(𝑎)

+ 0.5𝑅𝑅𝑅(𝑟) + 0.5𝐶𝐿(𝑟)                   (𝐸𝑞. 16) 

For implemented system, It is decided to have a threshold value of 25 based on the 

conclusions of previous works for fake review identifications. Finally, if a review's score is 

larger than the cutoff value of 25 and it can be considered as a spam which is represented using 

Equation(17),  

𝑅𝑒𝑣𝑖𝑒𝑤 𝑖𝑠 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟 𝑎𝑠 𝑠𝑝𝑎𝑚 𝑜𝑟 ℎ𝑜𝑛𝑒𝑠𝑡 = {
𝑆𝑝𝑎𝑚 , 𝑆(𝑟) > 25 
𝐻𝑜𝑛𝑒𝑠𝑡, 𝑆(𝑟) ≤ 25

              (𝐸𝑞. 17) 
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A compilation of all of the aforementioned metrics can be used to categorize the 

review as either spam or genuine as per the analysis results which includes the information 

related to review of content, context, creation time, burst behaviour, Proliferation and reviewer 

history of the individual author. When employing the suggested system to any kind of  product 

or service, it will act as an effective filtering system which will removes fake or false content 

from the public space reviews.  

 

PROCEDURE FOR COLLECTING THE DATA FOR THE PROPOSED SYSTEM 

The evaluation of the SRIM is carried out via an experimental process, and for this 

purpose two discrete data sets are acquired. The data set selected here are from Kaggle website 

related to Amazon Mobile phone reviews. It contains a collection of 2,000 mobile phone reviews 

and they are split up across 4 categories: Positive and Genuine Reviews, Positive but Fake 

Reviews, Negative and also Genuine Reviews and Negative and  Fake Reviews and these 

reviews are collected during their burst period of 7 days interval and it is represented through 

below Table 3. 
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Table 3 MLP Training Dataset selection from the Amazon.com  

Categories 

Total 

number of 

Reviews 

Number of Positive 

and Genuine 

Reviews 

Number of 

Positive but 

Fake 

Reviews 

Number of 

Negative 

and also 

Genuine 

Reviews 

Number of 

Negative 

and  Fake 

Reviews 

Review 

Count 3000 750 750 750 750 

The corpus consists of 3,20,47,028 reviews of 93,88,151 products, authored by 

1,11,27,440 reviewers. The dataset consist of attributes like creation date, rating, and review text. 

The original dataset may include some noise data and it should be pre-processed before further 

processing. After preprocessing step (like tokenization and removal of stop words), the final data 

set consists of 2,89,74,127 reviews of 87,12,787 products of 1,01,12,174 reviewers. 

EXPERIMENTATION METHODOLOGY 

Evaluation methods 

For any research oriented activity, it is necessary to find out the effectiveness of 

the proposed system over existing systems. It is difficult to find an exact method to compare the 

performance of implemented techniques with the results obtained from the existing systems. 

Previously human intervention is made to compare the performance between the systems. 

The suggested method assesses all kinds of products or services based on  reviews, 

awarding a score to each reviews to calculate the spamicity. Text categorization is employed in 

assessing reviews and it faces the difficulties like owing to memory restrictions, classification is 
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particularly difficult for the entire trial data set. As a consequence, to make the text classification 

assessment approach easier to use, the suggested system will divide the entire reviews in the 

three sub-parts are sorted in decreasing order according to their spam score. In other research, the 

top K rankings correspond to the positive class related to spam reviews , whereas the bottom K 

ranks correspond to the negative class related to honest reviews. For each of the above class will 

have 1,500 reviews, which is a small enough number to allow for execution yet large enough to 

offer a representative sample size. After the written information from the 3000 reviews has been 

obtained, it is recovered and used in the rating evaluation process. Finally, performance reporting 

and 5-fold cross-validation are utilised to evaluate the classifier's accuracy and, as a result, the 

spam detection system's overall efficacy. 

The Multilayer Perceptron technique is assessed separately and used as a 

parameter for calculating the spamicity score, that is used to categorise review content as part of 

the wider spam detection system. Using the gold standard dataset of annotated reviews and 10-

fold cross-validation, the classification is compared against several baseline methodologies 

specialised in review text categorization and reporting of the resulting accuracy scores. The next 

part goes through the accuracy measurements used in the recommended studies. 

Performance Evaluation Metrics 

Precision and recall measures are used to quantify the accuracy and efficiency of the 

recommended technique. These metrics are used in previous studies and these are used to 

measure the accuracy of review spam detection. Precision refers to the proportion of spam 

reviews among all really deceptive reviews, whereas Recall refers to the percentage of fake 

reviews among all truly deceptive reviews. These two computations can be summarized using 

Equations (18) and (19). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|{𝑆𝑝𝑎𝑚 𝑅𝑒𝑣𝑖𝑒𝑤𝑠} ∩ {𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑣𝑖𝑒𝑤𝑠}

{𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑣𝑖𝑒𝑤𝑠}
         (𝐸𝑞. 18) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
|{𝑆𝑝𝑎𝑚 𝑅𝑒𝑣𝑖𝑒𝑤𝑠} ∩ {𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑣𝑖𝑒𝑤𝑠}

{𝑆𝑝𝑎𝑚 𝑅𝑒𝑣𝑖𝑒𝑤𝑠}
              (𝐸𝑞. 19) 

Accuracy is measured using the Equation (20). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑣𝑖𝑒𝑤𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝑠𝑝𝑎𝑚 𝑏𝑦  𝑆𝑅𝐼𝑀

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑡𝑢𝑎𝑙 𝑠𝑝𝑎𝑚 𝑅𝑒𝑣𝑖𝑒𝑤𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡
) (𝐸𝑞. 20) 

RESULTS AND DISCUSSIONS 

Evaluation and Parameter Selection Procedure for Review Content Classification 

Using n-gram characteristics, the MLP Classifier will evaluate the review content 

as spam or honest. Frequently used classifiers like Nave Bayes and SVM have been used in the 

literature, and the accuracy has been measured using a gold standard set for mobile phone 

datasets. The results will give a relevant comparison with other existing systems because the 

system uses a machine learning approach and is tested with error detection tools. To determine 

the MLP classifier's behavior in each category, accuracy values for positive, negative, and mixed 

opinions are presented. 

Furthermore, the dimensions of the vector representation in this problem are based 

on n-grams, but the number of neurons is typically connected to the number of input nodes. In 

order to eliminate unnecessary dimensions, Principle Component Analysis (PCA) uses an 

orthogonal transformation to change a collection of observations of possibly correlated variables 

into a set of values of linearly uncorrelated variables called principal components. The number of 

main components is fewer than or equal to the number of original variables or observations. 

Table 4 displays the experimental results for the number of neurons in the hidden layer of the 

MLP classifier. 
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Table 4. Experimental results to calculate the accuracy  

Number of neurons Precision Recall F-Measure Accuracy% 

300 0.846 0.84 0.832 84.10% 

600 0.881 0.872 0.871 87.55% 

800 0.841 0.846 0.841 84.25% 

1000 0.834 0.825 0.823 82.40% 

 

Figure 4. Experimental results of accuracy of proposed system 

From Figure 4, the results concluded that, Neuron size(N) of 600 produced high 

accuracy than the other sample size when the Epoch value of 10 is mentioned in Table 4. 

The evaluation of accuracy by the proposed methodology is based on Positive 

reviews, Negative Reviews and Combined reviews of the Amazon review dataset. The overall 

accuracy of the MLP classifier are presented in below Table 5. 
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Table 5.  Accuracy comparison of MLP classifier with NB and DT Techniques 

Train 

Sentiment Precision Recall F-Measure 

MLP 

Accuracy 

Naïve 

Bayesian 

Classifier 

Accuracy 

Decision 

Tree 

Accuracy 

Positive(1000 

reviews) 0.862 0.862 0.862 86.25% 

 

  88.53% 

 

86.70% 

Negative(1000 

reviews) 0.866 0.865 0.864 86.5% 

 

84.14% 

 

82.31% 

Combined(2000 

reviews) 0.856 0.855 0.855 85.56% 

 

84.02% 

 

81.18% 
  

 

Figure.5 Accuracy Comparison of MLP vs NB vs DT Classifier 

An interesting observation from Figure 5 states that, although the positive 

sentiment performance with respect to NB and Decision Tree outperforms well by a accuracy 

difference of 2.28% and 1.45% than MLP classifier, however MLP produced good results for 

negative sentiment related reviews by a accuracy difference of 2.36% and 4.37 % than NB and 

DT methods. MLP also produced good accuracy improvement for combined reviews than NB 
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and DT methods since Multilayer Perceptron works well with negative sentiment word and 

combined review rather than the positive kind of words. Since many organizations appointed 

spammer to write negative reviews against their competitors than positive kind of reviews. 

Detection of spam reviews using SRIM through Spamicity  Score 

Table 6 shows the scoring approach used to arrive at the spamicity scores for the 

top rated reviews in the dataset. 

Table 6. Spam scores calculation for the highest ranked reviews present in the entire 

dataset 

CF RD CL NR BuA RBu RRR EXR AvgP 
Spam 

Score 

0 0.63 1 108 0 0 52 0.612 2.31 69.64 

1 0.26 1 2 1 0 44 1 57 43.01 

1 0.03 1 25 1 1 41 1 16.25 35.96 

0 0.02 1 29 1 1 39 1 13 34.12 

1 0.12 1 18 1 1 42 1 17 33.79 

1 0.47 1 36 0 1 25 0.98 1 29.36 

0 0.01 1 2 1 0 41 0.992 31 28.51 

1 0.21 1 31 0 1 29 0.64 1.5 27.28 

1 0 0 27 0 1 32 1 1 25.96 

0 0.28 0 15 1 1 34 1 8 25.28 

 

From the findings of Figure 6 , a few interesting conclusions can be drawn. It is 

obvious that Content Length (CL), Review Relevancy Rate (RRR), and Number of Reviews 

(NR) are quite valuable and operate as an obvious indicator in analysing reviewer behaviour, 

which is then used to determine if a review is spam or honest. Those reviews whose authors 

provide a large number of reviews for a single product receive very high spamicity scores. The 

findings also show that review relevance is high among the reviews, since spammers either 

duplicated or modified existing review content to create comments for other goods using their 
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own or alternative credentials. The reviews are also written in multiple lines (Content length) 

rather than a single line of text by the spammer.  

Furthermore, while some research has focused solely on bursty times as a means of 

detecting spam activity, it is clear that this method has the shortcoming of ignoring reviews that 

is not written with in a particular burst period. The above table indicates that more than one 

instance of a review in which the reviewer was not in the burst peroid, resulting in CSBu and 

BuA values of zero. Aside from the individual evaluations provided by the RBu and EXR 

parameters, the contribution of author reputation is represented using reviewer average 

proliferation on previous history. Three occurrences of The value of AvgP reaches maximum at 

three instances out of which  one author had a maximum NR value for a product and  rest two for  

singleton reviews.  

 

 

 

 

 

 

 

 

 

Figure.6 Spam scores calculation for the highest ranked reviews present in the entire 

dataset 
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CONCLUSION 

SRIM focused on the opinion spam detection within online reviews and it 

employed several metrics to detect effectively spam reviews rely on various metrics related to 

reviews and reviewer behaviour and their reputation. There are various malicious entity often 

attempts to exploit the review sentence to improve or degrade the  products  or services due to 

business competition. 

 MLP classifier is used to determine the usefulness of the review by categorizing 

the review as spam or honest. Negative based reviews are identified with improved accuracy 

over the existing classifier like Naïve Bayes and SVM by a difference of 2.36% to 4.37% 

respectively since many users tends to write negative reviews about their competitors’ products. 

So, it is essential to determine that, whether the negative reviews are written by either genuine 

user or spammers. 

The experimental and evaluation phase of the spam review detection based on the 

content and context is presented in the previous section. The implemented system used for 

labelled the review as either spam or honest as the result of spamicity  function given an 

indication about the review . These are major spam instances since they involve a large number 

of reviews for a single product written by the same author. In fact, the availability of singleton 

spam reviews increases the likelihood of spam reviews, as 92 percent of reviewers react on 

singleton reviews. 

Below are the lists of inferences from the proposed system, 

• Proposed experiment included the detection of the burst pattern (time window), since it 

plays a major role to detect the time taken by the spammer to write the fake reviews. 

Burst pattern detection technique is used for testing on different values based on time 

window parameter, and it is evaluated that the 7 days are the most accurate and 

appropriate value spent by the spammer rather than 14 or 30 days detected by previous 
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studies. Based on burst pattern detection, the values for the rest of the metrics are 

calculated towards Spamicity Score. 

• Implemented experiment also consider the author's reputation to detect the spam reviews. 

Users with widely past spam reviewing activity (high AvgP values) are identified and 

filtered their reviews from the original dataset. 

• Implemented system also indicate that,some spammers looks alike the real reviwer which 

is considered by the current methodology into account for spam detection and thus 

increases efficiency. 

• As a result, the evaluation for SRIM for filtering the review dataset based on text 

classification is performed and it yields positive and reasonable results. Given the 

evaluations made from the top rated review , then the overall accuracy hits almost 81.5% 

due to the availability of more  spam activity conditions that have been successfully 

captured with the proposed methodology. While more reviews and reviewers are 

expected to offer more behavioural characteristics to analyse, more than 80% accuracy 

has been reported for products with more review activity (Most Popular Products).  
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